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Introduction

The relationship between corruption, crime and economic growth seems obvious to most 
people. Both crime and corruption increase uncertainty and the cost of doing business, 
so crime and corruption must discourage entrepreneurial activities that cause growth. 
However, the relationship between crime and growth and corruption and growth is 
much more complex than it first appears.

Scholars studying corruption have theorized both how corruption can reduce growth 
but also how it can increase growth, for example, by avoiding bureaucratic delays. The 
results of cross-country empirical literature on the effect of corruption on growth are 
mixed. Recently a new literature has emerged controlling for the quality of institutions to 
examine the effect of corruption on growth. In the next section of this chapter we review 
the existing literature on corruption and growth, highlight some of the shortcomings in the  
literature, and then report on some of the newer studies that examine the interaction of 
institutions, corruption and growth. We believe this final strand of literature provides the 
most accurate view of how corruption impacts growth.

High levels of crime can undermine the security of property rights and confidence in 
the rule of law. Both property rights and the rule of law have been illustrated to be vital 
for long-run economic growth. However, although there is a large literature on the cost 
of crime, we find almost no cross-country evidence on the impact of crime on growth 
rates. This is for good reason. What is a crime in one society may not be a crime in 
another society, making it difficult to meaningfully compare many crime statistics across 
countries. Furthermore, crime, interpreted literally as breaking of government laws, 
could actually be growth enhancing in countries that have laws that prohibit capitalist 
acts between consenting adults. We review some of the existing literature on crime as it 
relates to growth in the third section of this chapter and then develop some suggestions 
for future research on the impact of crime on growth. The final section contains conclu-
sions.

Corruption and economic growth

Corruption is difficult to define and measure precisely.1 Corruption, whether public or 
private, violates a principal–agent relationship for the benefit of the agent. As a matter 
of development policy, most of the focus has been on problems with public corruption. 
Public corruption occurs when a government official uses state property or authority 
for their own private benefit or the benefit of their friends rather than for promoting 
the general interest. Defined as such, corruption can be legal, such as when campaign 
contributions influence legislative policy in the USA, or illegal, such as when a politician 
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explicitly takes a cash payment for themselves for the equivalent legislative action. The 
blurred line between legal and illegal corruption often makes definitions of corruption 
context (in particular geographic context) dependent.

Measuring corruption is equally difficult. Using hard empirical data such as the 
amount of bribes, or number of corruption convictions in a country, are inadequate 
measures because differences in exposing corruption vary greatly across countries. The 
leading cross-country measure of corruption is the Corruptions Perceptions Index (CPI) 
published by Transparency International. It is a composite index of 13 different polls and 
surveys that measure the perceived level of corruption in countries. The CPI currently 
covers 180 countries. Alternative cross-country corruption measures are available from 
the Institute for Management Development and the International Country Risk Guide. 
Despite different methodologies, all three indices are highly correlated (Mendez and 
Sepulveda, 2006).

General Literature Survey

Although most of the development policy community views corruption as a drag on 
economic growth, academic scholars reach no such consensus on either the theoretical or 
empirical level of analysis. We review this literature here before critiquing why we think 
the literature has been inconclusive in the next section.2

On the theoretic level, Shleifer and Vishny (1993) argue that when it is necessary to get 
permission from many individuals for a project, and each has veto power over approval, 
the cost of corruption will rise and slow economic growth. Myrdal (1968) argues that 
corrupt officials may use their arbitrary power to create delays and barriers that would 
not otherwise exist in order to collect more bribes. Krueger (1974) represents a classic 
study of socially inefficient rent-seeking through corrupt trade restriction enforcement. 
In cases of corruption such as these, the de facto institutional environment would restrict 
economic activity more than the de jure legal restrictions on the official books.

However, there is also reason to believe that corruption could be good for economic 
growth. Leff (1964) and Huntington (1968) theorize that corruption can enhance growth 
by allowing individuals to pay bribes to circumvent inefficient rules and bureaucratic 
delays. Similarly, Lui (1985) shows that corruption can shorten waiting time in queues. 
In the face of bureaucratic delays that slow business formation or restrictions that 
prevent businesses and consumers from exploiting potential gains from trade, corrupt 
officials who circumvent inefficient rules could actually enhance growth. Some posi-
tive level of corruption may even enhance growth in countries with relatively efficient 
rules. Clague (2003) draws a distinction between the types of corruption that inspire the 
strongest moral outrage and those that do the most damage to economic development. 
He argues that international agencies focus too much attention on the former, increas-
ing their anti-corruption rhetoric to the point of often creating political instabilities that 
create their own economic problems. It is also possible that the optimal level of corrup-
tion for growth may be small but positive because as corruption decreases it becomes 
increasingly costly to eliminate it entirely, much like crime in general (Klitgaard, 1988). 
Colombatto (2003) also analyzes corruption theoretically in a variety of institutional 
environments and finds that in some cases corruption can be efficient in developed 
countries as well as in totalitarian ones.
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The empirical literature using cross-country data to estimate how corruption affects 
growth is mixed, reflecting the various offsetting theoretic effects corruption may have. 
Mauro (1995) produced the seminal study for empirically investigating corruption’s 
impact on growth for a wide cross-section of countries. He found that higher levels of 
corruption significantly reduce both investment and economic growth. Brunetti et al. 
(1997), Brunetti and Weder (1998), Campos et al. (1999) and Wei (2000) all also found 
that corruption had a negative impact on investment.

Mauro’s (1995) finding that corruption negatively affects growth has been less uni-
versally supported. Mauro’s own findings were sensitive to his choice of specification. 
Poirson (1998) and Leite and Weidmann (1999) found that corruption has a negative 
effect on growth. Mo (2001) found that corruption reduces growth after controlling 
for investment but that the effect of corruption becomes insignificant once education is 
controlled for. Gyimah-Brempong (2002) studied only African countries and found that 
corruption reduced growth rates and increased income inequality. However, Brunetti 
et al. (1997) found inconclusive results and Wedeman (1997) found that many corrupt 
countries have rapid growth rates. In Svensson’s (2005) survey article on corruption 
he updated Mauro’s calculations, and although he found that corruption did have a 
negative coefficient, it was not statistically significant. Svensson concluded that ‘to the 
extent we can measure corruption in a cross-country setting, it does not affect growth’ 
(p. 39).3

Problems with Regressing Corruption on Growth

We believe that one important reason that cross-country studies have been unable to con-
sistently find a predictable relationship between corruption and growth is that they have 
not adequately controlled for institutions, and that the quality of institutions will deter-
mine whether corruption is beneficial or harmful. We believe both negative and positive 
theoretical predictions of growth resulting from corruption can be correct. However, we 
think which is correct will depend on the quality of the economic institutions.

Anyone who has spent much time in a Third World Country has often witnessed that 
corruption is simply necessary to ‘get things done’. If official rules were obeyed, transac-
tions costs would be prohibitively high and many growth-enhancing exchanges would 
never occur. Corruption helps circumvent these inefficient rules. The key to corruption’s 
beneficial effect is that inefficient rules are in place and they need to be circumvented. 
Even in the presence of inefficient rules, corruption is not a first-best outcome. The 
elimination of inefficient rules would be best. However, when the elimination of bad 
rules is not politically feasible, corruption becomes a second-best outcome that is growth 
enhancing compared to the status quo.

When rules are ‘good’, there should be no need for corruption. When we observe cor-
ruption in countries with relatively good institutional rules, it is likely that government 
officials are abusing their discretionary power and making the de facto institutional 
environment that individuals face worse than the official institutional environment. An 
example could be when a police officer pulls someone over for no reason and threatens 
to issue fines or bring them to jail in order to extract bribes. In these cases the corrupt act 
itself is growth retarding.

The literature on corruption and growth has started controlling for institutional 
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quality to investigate this hypothesis. Scholars have investigated how, as the quality of 
political or economic institutions varies, corruption has different impacts on growth.

Corruption Institutions and Growth

Recent empirical studies have begun to examine corruption’s impact on economic 
growth contingent on a country’s institutional environment. Typically political, rather 
than economic, institutions have been the focus. Mendez and Sepulveda (2006) use the 
Freedom House democracy index, which measures civil liberties and political rights. 
After splitting countries into groups classified as ‘free’ or ‘not-free’, they find no rela-
tionship between corruption and growth in ‘not-free’ countries but a small, positive, 
growth-maximizing level of corruption in ‘free’ countries. This finding is consistent with 
Klitgaard’s (1988) hypothesis that there is a small growth-maximizing level of corrup-
tion, but not consistent with the idea that corruption mitigates some of the impact of 
poor institutions.

Aidt et al. (2008) control for political institutions using the voice and accountability 
index, one of five indicators of governance constructed by Kaufmann et al. (1999). This 
index attempts to measure the degree to which citizens participate in the selection of 
their government and have the ability to hold government officials responsible for policy 
outcomes. Aidt et al. also find a non-linear relationship between corruption and growth 
once political institutions are controlled, but the pattern is somewhat different from 
the findings of Mendez and Sepulveda (2006). Aidt et al. conclude that when political 
institutions are of ‘low quality’, corruption has little impact on growth. However, unlike 
Mendez and Sepulveda, they find that ‘high-quality’ political institutions result in cor-
ruption being harmful to growth.

Méon and Sekkat (2005) examine whether corruption ‘greases the wheels’ or ‘sands 
the wheels’ of economic growth when institutional quality and corruption interact. Their 
measure of institutional quality combines both political and some economic institu-
tions. They use all five of Kaufmann et al.’s (1999) indicators of governance, namely:(a) 
a ‘voice and accountability’ indicator that measures ‘the extent to which citizens of a 
country are able to participate in the selection of governments’ (this is the indicator used 
by Aidt et al., 2008); (b) ‘lack of political violence’, which measures ‘perceptions of the 
likelihood that the government in power will be destabilized or overthrown by possibly 
unconstitutional and/or violent means’; (c) ‘government effectiveness’, which measures 
‘perceptions of the quality of public service provision, the quality of bureaucracy, the 
competence of the civil servants, the independence of the civil service from political 
pressures, and the credibility of the government’s commitment to policies’; (d) ‘regula-
tory burden’, which measures ‘the incidence of market unfriendly policies such as price 
controls or inadequate bank supervision, as well as perceptions of the burden imposed 
by excessive regulation’; and (e) ‘rule of law’, which measures ‘the extent to which agents 
have confidence in and abide by the rules of society’. Méon and Sekkat find that the 
‘regulatory burden’ and ‘voice and accountability’ measures are not significant in any of 
their specifications when they interact them with corruption. They find, however, that 
the ‘rule of law’ and ‘government effectiveness’ measures are consistently statistically 
significant when interacted with corruption, and that as institutional quality decreases, 
corruption becomes more harmful to growth. They conclude that, on net, corruption 
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‘sands the wheels’ of economic growth, supporting the conventional view, rather than 
‘greasing the wheels’ by allowing individuals to circumvent bad governance.

Each of these three studies furthers our knowledge of how political institutional 
quality impacts the relationship between corruption and growth. Mendez and Sepulveda 
(2006) and Aidt et al. (2008) both find no relationship between corruption and growth in 
countries with low-quality political institutions but they reach conflicting conclusions in 
countries with high-quality political institutions. Méon and Sekkat (2005) find that cor-
ruption is harmful for growth overall and that it is even more harmful in countries with 
low-quality political institutions. None of these studies supports the view that corruption 
can increase growth in countries with low quality institutions.

However, none of these studies directly controls for the role of economic institutions 
while investigating the interplay between corruption and democracy. Furthermore, only 
Méon and Sekkat (2005) examine the connection between economic institutions and 
the effect of corruption on growth, but their measure of economic institutions is quite 
limited.

Yet economic institutions have been shown to be an important cause of corruption. 
Paldam (2002), Graeff and Mehlkop (2003), and Goel and Nelson (2005) have used the 
indexes of economic freedom to examine how economic freedom impacts corruption. 
They have generally found that the more economic freedom a country has, the lower the 
level of corruption present; however, their studies did not examine how this relationship 
affects growth. This inverse relationship between corruption and economic freedom is 
important for predicting the impact corruption will have on growth. If it is bad institu-
tions (lack of economic freedom) causing corruption, and we know that lack of freedom 
harms growth, then corruption may mitigate some of the harm that lack of economic 
freedom causes.

Heckelman and Powell (2009) investigate how corruption impacts growth as both 
economic and political freedom vary. They use the Polity IV database to measure the 
quality of democratic political institutions and Gwartney and Lawson’s (2006) Economic 
Freedom of the World annual report to measure the quality of economic institutions. 
Gwartney and Lawson’s index measures five individual areas of economic freedom: size 
of government; legal structure and property rights; access to sound money; freedom 
to trade internationally; and regulation of credit, labor and business. Heckelman and 
Powell examine how the overall index and each of the individual areas interact with cor-
ruption to effect growth.

Heckelman and Powell find that when economic freedom is totally absent, corruption 
has a positive and significant impact on economic growth. They find that as economic 
freedom improves, the beneficial effect of corruption on growth shrinks and eventually 
disappears at very high levels of economic freedom. When they investigate each of the 
five individual areas of economic freedom they find that when the size of government is 
large or when there are many regulations, corruption is a beneficial way to circumvent 
growth-retarding government presence and regulations that would otherwise hinder 
productivity. When government size is small or freedom from regulation is already high, 
corruption becomes harmful to growth. The interpretation for their result on regulation 
is straightforward. As hypothesized by Leff (1964) and Huntington (1968), when there 
are pervasive regulations that limit potential gains from trade, corruption allows entre-
preneurs to bypass official regulations and further capitalize on growth opportunities. 
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As economies become freer from regulation, corruption serves this beneficial purpose 
less often. The interpretation of the result for government size is less straightforward. 
One might theorize that corruption in this area of government would divert government 
spending away from the optimal provision of public goods and toward private interests, 
and reduce growth in the process. The results do not support such a view. Alternatively, 
if the political process predominantly serves private interests anyway, perhaps the intro-
duction of explicit corruption actually enhances the process of allocating government 
funds by directing funds to those most willing to pay for the transfer rather than to the 
most politically connected or largest voting bloc. If the highest bidder is best able to make 
efficient use of the resource, then corruption when government transfers and spends a lot 
might actually move resources to their higher-valued uses and thus promote growth.

Although this line of research on corruption is new, it appears that one reason the 
empirical literature on corruption and growth has not found consistent results is that it 
has not adequately controlled for the quality of institutions that, when bad, will allow 
corruption to be beneficial for growth, as some economists have long theorized. Even in 
these cases, though, it should be realized that corruption is a second-best outcome. Also, 
further empirical work should address why the bad institutions are created in the first 
place. It could be that in many cases policy-makers intentionally limit economic freedom 
to create the opportunity to gain revenue for themselves through corruption.

Crime and economic growth

The relationship between crime and corruption can be represented by an ellipse in a 
Venn diagram. Corruption can be legal, such as making campaign contributions to 
secure a grant of monopoly privilege, or it can be an illegal payment of a bribe. Although 
not all forms of corruption are a crime, some activities are both corrupt and criminal. 
Crime includes not only some forms of corruption but also a wide range of other activi-
ties such as larceny, burglary, theft, murder, rape, ‘organized crime’, drug possession 
and distribution, tax evasion and so on. Although there is considerable overlap between 
crime and corruption, there is enough distinct about each that they need not have the 
same empirical effect on economic growth.

General Empirical Findings

Intuitively, most crime should have a negative impact on economic growth. Crime, like 
corruption, should reduce growth by raising the cost of doing business and increasing 
uncertainty. This impact on economic growth, however, is not well documented in cross-
country studies. Cross-country empirical studies on the determinants of growth do not 
explicitly control for crime. Studies sometimes include explanatory variables such as the 
‘rule of law’, ‘political stability’ and ‘civil liberties’, which, though related to crime, do 
not fully measure what is generally thought of as crime.

Barro (1991) finds that political instability negatively influences growth. He uses the 
number of political revolutions per year and the number of political assassinations per 
million of population per year as measures of political instability. He finds that both 
variables are significant and negatively related to growth across countries. In their 
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cross-country analysis of growth, Barro and Sala-i-Martin (1995) find that political 
instability exerts a negative though marginally significant influence on growth, whereas 
a stronger rule of law has a positive and significant influence. The authors interpret 
their finding as an indication that a better legal and political framework promotes 
growth by encouraging investment. Their measure of the rule of law was taken from the 
International Country Risk guide, and examines ‘the extent to which institutions provide 
effectively for implementation of laws, adjudication of disputes, and orderly succession 
of power’. Neither of these studies fully captures how crime impacts growth. Although 
political revolutions would be expected to be generally correlated with increased crime 
against people and their property, and political assassinations are clearly a form of 
murder, these are hardly all-encompassing measures. Most crime committed against 
persons and property throughout the world would not fall into these two categories. 
The rule of law appears to be a good proxy for crime. When property rights are not 
well defined and enforced, people have to resort to violence to enforce contracts rather 
than the court system. So lack of rule of law would tend to increase crime. This relation-
ship, however, is not strong enough to warrant its use as representative of all crime in a 
country. Countries with relatively stronger judicial institutions have crime rates equal-
ling or higher than countries with weaker ones. For example, the homicide rate in the 
USA is higher than the homicide rate in some developing countries, which have weaker 
legal systems, and higher than most developed countries, which have comparable legal 
systems.

Poirson (1998) finds that enhanced economic security contributed significantly to 
private investment and growth in a sample of 53 developing countries from 1984 to 1995. 
Included in economic security are variables such as government leadership, external 
conflict risk, corruption, rule of law, risk of expropriation, repudiation of contracts and 
racial tensions. He finds that reductions in expropriation risk and terrorism influence 
growth most prominently in the short run, while corruption and contract repudiation 
affect growth in the long run. Poirson’s measure of economic security comes closest to a 
measure of crime’s effect on growth in a cross-country setting, but this measure includes 
things that are not crime, like government leadership, and excludes many traditional 
forms of crime.

There is a sizable literature on the microeconomic impact of crime. As suggested by 
its ‘micro’ nature, this literature typically focuses on the local effects of various kinds of 
crime. There has been an attempt, however, to aggregate these local effects and arrive at 
a ‘macro’ picture of the impact of crime. In his comprehensive study, Anderson (1999) 
estimates the annual burden of crime to be around $1 trillion for the USA in 1997 
dollars. Crime is taken to mean any illegal behavior as specified under existing US law 
at the time. Unlike previous studies, Anderson incorporates the indirect costs of crime 
into his estimate, in addition to the conventional direct costs of crime. This leads to a 
substantial upward revision of the aggregate dollar cost of crime as compared to previ-
ous studies. Along with the costs of a crime prevention system, legal system and direct 
victim losses, Anderson includes private crime deterrence costs, psychic costs to victims, 
as well as opportunity costs of time spent on crime prevention, criminal activity, serving 
jail sentences for criminal activity, and recovering from criminal assault. He uses data 
from various sources such as the National Crime Victimization Survey, US Bureau of the 
Census, Federal Bureau of Investigation and Insurance Information Institute. Previous 
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studies such as Collins (1994) and Miller et al. (1995) do not include these indirect costs 
of crime and their estimate of the aggregate burden is lower at $728 billion and $472 
billion, respectively.4

Some economists have estimated the cost of crime in other countries as well. 
Olavarria-Gambi (2007), for example, estimates an aggregate burden of crime for Chile 
at $1.35 billion for the year 2002, representing 2.06 percent of the GDP. Cardenas 
(2002) attempts to explain the fall in Colombia’s average annual GDP growth rate from 
5 percent between 1950 and 1980 to 3 percent from 1980 through 2000 as a result of 
increased criminality. He argues that the fall of GDP growth can be wholly attributed 
to productivity losses stemming from a substantial increase in criminality that is directly 
correlated with Colombia emerging as a major producer of illegal drugs.

The microeconomic studies mentioned above claim that people ‘vote with their feet’ in 
response to a high level of crime risk by moving to neighborhoods where they perceive 
this risk to be lower. Thus an attempt is made to estimate the impact of changes in crime 
rates on house prices in a neighborhood or city and thereby arrive at an estimate of the 
cost of crime. Naroff et al. (1980) estimate the elasticity of property value with respect to 
crime to be 21.67 for Boston, while Lynch and Rasmussen (2001) find the figure to be 
20.05 for Jacksonville, Florida. Gibbons (2004) finds that when visible crime records a 
one-tenth standard deviation increase, it leads to a decrease of 0.94 percent in property 
values in the Inner London area, and Linden and Rockoff (2008) find that the prices 
of homes within a 0.1-mile radius of a sex offender decrease by around 4 percent in 
Macklenburg County, North Carolina.5

The above micro studies all attempt to measure the impact of crime on economic out-
comes, but they all do it in a static setting to estimate the current cost to an economy. In 
other words, they ask how far the economy is from its production possibilities frontier 
because of crime. With the exception of Cardenas (2002), they do not examine how crime 
impacts the expansion of the frontier over time.

Although crime has not been directly used as an explanatory variable in cross-country 
studies on growth, there are studies that attempt to establish the effect of growth on 
crime in a cross-country setting. Fajnzylber et al. (1998) and (2002) use a data set of 
crime rates for a large sample of countries and find that while the level of GDP per capita 
is an insignificant determinant of crime, the GDP growth rate has a significant negative 
impact on crime rates. The intuition is that with an expanding economy there will be 
increasing opportunity cost of committing crime.

Soares (2004) finds that across countries the available evidence for inequality as a 
determinant of crime is weak, while the evidence for development as a determinant of 
crime is strong. However, he contends that these results are not reliable because nearly all 
the previous studies do not control for the underreporting of crime rates. He overcomes 
this bias by constructing a corrected data set using both official records and previously 
unused victimization survey data. With this corrected data set, he finds that the level of 
development (as measured by per capita income) previously thought to have a positive 
effect on crime in fact has no explanatory power and concludes that all previous studies 
that found such a relationship were inaccurate due to underreporting bias in the data. He 
also finds that inequality tends to have a positive effect on crime, while economic growth 
has a negative influence on theft only.

Existing studies on the cross-country determinants of growth do not fully capture 
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the impact of crime. By including variables that control for political stability and legal 
environment, they explain only a part of the impact crime has on growth. They do not 
account for crime that is not of a political nature, which is what constitutes a large part 
of the crime in any country. The heavy annual dollar impact of crime, however, strongly 
suggests an adverse effect on economic growth, via lost productivity and the opportunity 
cost of money spent on the legal and crime deterrence systems. In the next section, we 
examine this gap in the literature on the cross-country determinants of growth. If crime 
is in fact harmful to growth, why is it not used as an explanatory variable in studies on 
the determinants of growth across countries?

Why are there not more Cross-Country Studies on Crime’s Impact on Growth?

There are two general reasons why there are not more cross-country studies on how 
crime impacts growth. The first is that crime data are often inaccurate. The second is that 
what is defined as a crime in one place is not a crime in another, making generalizations 
about the effect of ‘crime’ on growth difficult. Even homicide, which is nearly universally 
illegal, is not measured consistently across countries.

Cross-country data on crime are both inaccurate and inconsistent. Data gathered 
from official sources, i.e. from reports issued by national agencies such as the FBI, suffer 
from rampant underreporting. Victims often fail to report crimes to the police, especially 
when the offenses are minor, when certain offenses carry a social stigma as in the case of 
rape or domestic violence, or when victims have no faith in the authorities. Given that 
faith in the local authorities can vary considerably between countries and jurisdictions, 
variations in underreporting between countries can make meaningful cross-country 
comparisons difficult.

The recording procedures of the various official agencies are also flawed. They may fail 
to include in their estimates data from all the law enforcement agencies in the country 
or may be selective in their recording of crimes. In El Salvador, for example, only crimes 
that involve an accused suspect are recorded, while the others are ignored. Japan includes 
a broad class of vehicular deaths in the category of homicide deaths while other countries 
do not. Dutch homicide rates are highly inflated when compared to those of other coun-
tries because the former include attempted homicide in their estimates. To make matters 
worse, the extent of these inaccuracies varies across countries. Soares (2004) finds that 
the extent of the reporting bias has a strong negative correlation with the level of devel-
opment of a country. Thus the extent of underreporting is found to be far larger in less 
developed countries where the police and judicial systems are weak. It is for these reasons 
that Fajnzylber et al. (2000, p. 282) state, ‘one of the reasons cross-country crime studies 
are uncommon is that it is difficult to compare crime rates across countries’.

The International Crime Victims Survey (ICVS) is the most promising attempt to deal 
with crime measurement problems. The survey covers 78 different countries and inter-
views citizens to establish whether they have had certain crimes committed against them 
or their family. It asks the same questions across countries. The survey covers common 
crimes that the general public is exposed to, including minor offenses such as petty theft. 
However, because of sample size limitations, the survey does not include less prevalent 
crimes, such as rape, aggravated assault, or murder. This is one of the main limitations 
of the survey as a measure for overall crime and its effect on growth.
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The types of crime the ICVS asks about are largely in accord with the legal definitions 
of the common offenses in most countries, but the survey does have the advantage of 
not relying exclusively on legal definitions of crime by letting citizens interpret crime 
and ownership for themselves. For example, the survey asks, ‘Did anyone get into your 
house or flat without permission, and steal or try to steal something?’ (emphasis ours). In 
some countries, governments do not recognize the private property rights of many citi-
zens and such trespasses and thefts might not constitute a legal crime. The survey allows 
respondents to decide for themselves whether the home was theirs independent of any 
legal codification of their property rights. This helps the survey avoid the next problem 
we find in measuring crime across countries.

There is a fundamental conceptual problem involved in comparing crime rates across 
countries. The generally accepted definition of crime is whatever the state deems a crime 
to be. As a result, what is considered a crime in one country is not necessarily considered 
a crime in another.

In addition to activities like homicide that are almost universally illegal but have 
differing definitions in different countries, there is an another entire class of crime that 
differs substantially between countries. These ‘crimes’ are not committed against another 
person or their property but are crimes because they violate a state legislative mandate. 
Such legislation makes some mutually beneficial exchanges between consenting adults 
crimes or mandates bureaucratic hoops people must jump through to engage in eco-
nomic transactions. As more and more such acts become defined as crimes, growth is 
slowed because of increased enforcement cost, lost gains from trade, and spillover crime 
used to enforce contracts in the illegal market.

Once an activity is declared criminal in a society, resources have to be utilized for 
its deterrence. Police need to be deployed to ensure that nobody smokes marijuana or 
to ensure that nobody engages in certain businesses without government license. The 
judicial system needs to deal with cases where people are suspected of indulging in these 
criminal activities. When voluntary transactions between consenting adults are made 
illegal, it requires greater enforcement efforts to deter the ‘crime’ because private parties 
will not have an incentive to report them or aid in their prosecution. Growth should slow 
as societies devote more resources to enforcement because these resources are not avail-
able for other private sector activities.

When legislation creates classes of victimless crimes, it discourages welfare-enhancing 
trades. If more trades took place, the total economic pie would grow larger. Thus this 
form of ‘crime’ could actually increase growth. However, criminalizing such activities 
consigns them to the black market, where even the trades that do occur are often no 
longer included in the estimates of GDP growth.

Finally, making a class of mutually beneficial trades illegal creates spillover crimes 
that are not victimless. As Miron states, ‘prohibitions often give rise to black markets, 
and in black markets participants cannot easily use the courts to resolve commercial 
disputes. One obvious alternative is violence’ (1999, p. 1).6 Classic illustrations of this are 
the prohibition of alcohol in America during the 1920s and early 1930s and the current 
war on drugs. In the empirical work that he has done on the subject, Miron finds that the 
prohibition of drugs and alcohol in America has been associated with increased levels 
of crime as measured by the homicide rate. He notes that ‘the homicide rate was high in 
the 1920–1933 period, when constitutional prohibition of alcohol was in effect, as it was 
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in the 1970–1990 period, when drug prohibition was enforced to a relatively stringent 
degree’ (ibid, p. 13). He finds a strong, positive relationship between the expenditure 
incurred in the enforcement of prohibition of both drugs and alcohol and the homicide 
rate.7 Both these variables are found to rise during the years of the alcohol prohibition, 
then recede and remain relatively low during the 1940s and 1950s and then rise again 
post-1960 as the drug prohibition began to be enforced more vigorously. This sort of 
violence and efforts to avoid it surely are a drag on economic growth.

Differences in data collection and differences in underreporting make it difficult to 
study crime’s impact on economic growth in a cross-country analysis. At a more funda-
mental level, different countries define different activities as crime. Some activities, like 
theft that makes property rights insecure, likely reduces growth. But other acts defined 
as crime, such as outlawed mutually beneficial exchanges, likely increase growth despite 
the fact they are illegal (albeit possibly unmeasured in traditional GDP statistics); yet 
these same activities often create spillover crime that is growth detracting. Because each 
country classifies different acts as crimes, the bundle of growth-enhancing and growth-
detracting crime will be different for each country, making it impossible to find any 
overall relationship between ‘crime’ and growth in a cross-country setting. In the next 
section we suggest a couple of paths forward.

Suggested Paths Forward

Substantial difficulties are involved in using crime as a variable to explain economic growth 
across countries. How can we understand the causal connections between economic 
growth and crime if we do not have a universal definition of crime? How can we under-
stand the connection between growth and crime if different activities are deemed criminal 
in different countries? One path forward would be to distinguish between law, which in 
the words of F.A. Hayek is ‘something given independently of human will, something to 
be discovered, not made’ (1973, p. 83), and legislation, which he termed ‘the deliberate 
making of law’ (ibid., p. 72). If we define crime as only violations of law, not legislation, 
then we can begin to approach measuring crime consistently across countries.

However, defining crime as violations of law hardly gets us out of the woods. 
Philosophers have long debated what ‘natural’ law is and how far our culture has pro-
gressed in discovering this law. What constitutes theft is particularly problematic because 
of differing views on the legitimacy of existing property titles. Despite differing interpre-
tations, some marginal steps could be achieved. Murder, rape and assault are almost all 
considered against natural law and even legislation. Although measurement heterogene-
ity problems would remain between countries, some progress could be made in assessing 
how the crimes of murder, rape and assault impact economic growth by examining only 
these universal crimes’ impact on growth. Similarly, the ICVS can be used to estimate the 
effect of common crimes on economic growth. As mentioned above, the survey avoids 
measurement heterogeneity and legal definitions of crime. The index does include a ques-
tion on ‘drug-related problems’, which could be edited out to achieve a measure of only 
crimes against person and property that is more consistent with natural law.

Another research path forward might consider how variations in the institutional 
environment impact crime and growth. Although murder is against natural law, how 
does murder (and growth) vary as legislation expands to cover things not included 
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under natural law? Miron (1999) shows how homicide rates increase as the war on drugs 
expands. Drug prohibition is one concrete example of how legislation that itself violates 
natural law can lead to spillover crimes.

More generally, the Economic Freedom of the World (EFW) report approximates a 
measure of how well what Hayek referred to as law is respected. The original report 
defined economic freedom in the following terms:

Individuals have economic freedom when property they acquire without the use of force, fraud, 
or theft is protected from physical invasions by others and they are free to use, exchange, or 
give their property as long as their actions do not violate the identical rights of others. An index 
of economic freedom should measure the extent to which rightly acquired property is protected 
and individuals are engaged in voluntary transactions. (Gwartney et al., 1996, p. 12)

To some extent, then, the index itself is a measure of crimes committed against natural 
law by both governments and private parties. However, it does not directly measure 
many forms of crime, such as murder, oppression of freedom of the press, rape and 
other crimes. Perhaps future research could build on the methodology of the economic 
freedom index to construct a more general freedom-from-crime index. Much research 
has shown that economic freedom is important for promoting growth (see Berggren, 
2003 for a survey). Perhaps supplementing the index with additional measures of crime 
could yield more knowledge about how violations of natural law more generally impact 
growth. A marginal step in this direction could be to combine the some of the ICVS data 
with some of the data in the EFW report. Although such a composite would still miss 
major private crimes like murder, it would be an improvement in measuring violations 
of natural law relative to any existing measure.

Much remains to be done to understand crime’s impact on economic growth. The first 
crucial step in making progress in understanding how crime impacts growth is to come 
up with a definition of crime that can be applied and measured consistently across coun-
tries. We believe that distinguishing violations of law as forms of crime rather than viola-
tions of legislation (and recognizing that legislation itself can be crime against natural 
law) is the most fruitful avenue to pursue.

Conclusion

Most people believe that crime and corruption both reduce economic growth. However, 
in surveying the literature on corruption we find theoretical predictions of how corruption 
could either increase or reduce growth. Most empirical studies have conflicting results. 
More recently, scholars have examined how the effect of corruption on growth differs, 
contingent on the institutional environment. We find that in places where economic 
freedom is limited, corruption improves growth by circumventing growth-retarding gov-
ernment policies. However, even in these cases corruption is a second-best outcome. If the 
inefficient policies themselves were eliminated, growth could likely improve even more.

We find little evidence of the impact of crime on economic growth in cross-country 
studies. There are several proxies for crime, such as the rule of law, political stability and 
economic freedom, that have been shown to be important for promoting growth. The 
main limitation of the literature is that there is not a universal and comprehensive defini-
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tion of crime that is used consistently for all countries. We believe progress can be made 
by in understanding how crime impacts growth by creating such a measure. We suggest 
building on top of the existing economic freedom measures to include other violations of 
individuals’ rights as a step in this direction.

Notes

*	 The authors thank Fred McChesney and the participants at the Economics of Crime Symposium spon-
sored by the Devoe Moore Center at Florida State University for helpful comments on an earlier draft of 
this chapter.

1.	 See McChesney, Chapter 9 in this volume.
2.	 The following two subsections draw on the literature review in Heckelman and Powell (2009).
3.	 For earlier surveys of the literature on corruption see Bardhan (1997), Rose-Ackerman (1999), Jain (2001) 

and Aidt (2003).
4.	 Lynch, Chapter 11 in this volume, reviews literature on the cost of crime.
5.	 See Ihlanfeldt and Mayock, Chapter 12 in this volume, for discussion and extension of this general litera-

ture.
6.	 See Shepard and Blackley, Chapter 10 in this volume, regarding the relationship between prohibition and 

crime. Also see Benson, Chapter 8 in this volume, for related discussion.
7.	 Dills et al. (2008) similarly find that drug enforcement better explains increasing crime rates than other 

standard predictors of crime.
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